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Abstract— The development of an object tracking controller 

for a quadcopter using an on-board vision system is presented. 

Using low-cost components, a novel system is introduced that 

operates entirely on board the quadcopter, without external 

localization sensors or GPS. A low-frequency monocular 

computer vision algorithm is applied in closed-loop control to 

track an object of known color. Parallel PID controllers for 

aircraft bearing, relative height and range are implemented 

with feedback from object offset and size in the image frame. 

The noise exaggerated by measuring range from object pixel 

area is mitigated with a Kalman filter. Stable closed-loop 

tracking is demonstrated experimentally for all three control 

axes when tested individually and coupled together. Individual 

settling times were under 10 seconds and coupled control 

settling times under 25 seconds. 

I. BACKGROUND AND MOTIVATION 

nmanned Aerial Vehicles (UAVs) have gone through a 

global boom in recent years due to their increasing 

accessibility. Quadcopters in particular, with four rotors, 

have favorable characteristics for many applications such as 

infrastructure inspection, asset monitoring and surveillance, 

due to their ability to hover and take-off and land vertically. 

Events such as the 2011 Christchurch earthquake have 

benefited from their use inside dangerous seismic locations.  

However, UAV localization remains a significant 

challenge, especially in confined or GPS denied locations. 

Positioning the aircraft relative to another object is a 

common task that is difficult to achieve. Here, an 

autonomous quadcopter controller is presented that is able to 

track and maintain a desired relative location to a static 

object. This is achieved with a monocular vision system with 

the entire computational processing completed on board the 

UAV. As a consequence, the UAV is designed to operate in 

infrastructure free environments, providing increased 

efficiency, autonomy and safety. 

 
Alex Kendall is an undergraduate student in the Department of 

Mechanical Engineering, University of Auckland (email: 

alexgkendall@gmail.com). 

Nishaad Salvapantula is an undergraduate student in the Department of 

Mechanical Engineering, University of Auckland (email: 

nishaad.sn@gmail.com). 

Dr. Karl Stol is a senior lecturer with the Department of Mechanical 

Engineering, University of Auckland (email: k.stol@auckland.ac.nz). 

 

Visual control of small-scale UAVs in the past has been 

limited by real-time computer processing performance. 

Much research has therefore focused on off-board 

processing by a ground station with wireless control of the 

UAV. One example is the quadcopter presented in [1] that 

relies on visual markers and wireless transmission of camera 

images to a ground computer. The computer then remotely 

controls the UAV. Ground station control of quadcopters 

with other sensors such as a laser scanner has also been 

demonstrated [2]. 

On-board visual closed-loop control was initially explored 

with flight stabilization objectives. Optical flow techniques 

such as [3] apply themselves well to stabilization as they 

measure relative motion and are computationally 

lightweight. Other monocular visual stabilization techniques 

are demonstrated in [4] and [5]. An overview of hardware 

requirements for on-board image processing with emphasis 

on stabilization is given in [6].  

Subsequent research has achieved on-board visual 

tracking of objects, but restricted to overhead translational 

control. [7] and [8] present overhead tracking, with an 

application to assist landing and take-off actions. On-board 

monocular visual systems have also been used on UAVs for 

simultaneous localization and mapping (SLAM) with a 

helicopter [9]. 

Similar research has also been conducted with stereo 

camera systems which have a more significant 

computational requirement. Initial off-board ground 

mounted stereo cameras were used in [10] and [11], focusing 

on a quadcopter to remotely control it from a ground 

computer. In [12], a forward-facing stereo camera is 

mounted on a quadcopter to achieve closed-loop control, 

again with processing on a ground station. 

Only very recently, UAVs have emerged which are able 

to perform stereo processing on board. The UAV presented 

in [13] features a forward-facing stereo camera for obstacle 

avoidance, however still requiring visual markers for 

navigation. The UAV in [14] has two sets of stereo cameras 

for robust on-board control. 

The approach used in this paper is unique in the fact that it 

presents closed-loop object tracking control with a low-cost 

on-board monocular vision system and a simply defined 

target object. The paper demonstrates the feasibility of this 

approach and issues relating to dynamic coupling.  

On-Board Object Tracking Control of a 

Quadcopter with Monocular Vision 

Alex G. Kendall, Nishaad N. Salvapantula, Karl A. Stol, Member, IEEE 

U 

2014 International Conference on Unmanned Aircraft Systems (ICUAS)
May 27-30, 2014. Orlando, FL, USA

978-1-4799-2376-2/14/$31.00 ©2014 IEEE 404



 

II. OBJECT TRACKING METHODOLOGY 

The task of object tracking for a quadcopter requires 

regulation of relative position from the object. We assume 

the object is stationary and unique; detecting and tracking a 

dynamic object (i.e. object following) is the natural 

extension of this work.  

The coordinates used to define motion of the quadcopter 

in flight are illustrated in Fig. 1. The coordinates      and 

  are the roll, pitch, and yaw angles respectively of the 

body-fixed frame *     + with respect to the inertial frame 

*        +. The  -axis is aligned with the optical axis of a 

forward-facing camera. The features of the object that are 

extracted from the image are its centroid coordinates (        
and        ) and pixel area. Components of the object’s 

relative position, r, in the quadcopter reference frame can 

then be determined as follows: 

 Object yaw error,    (degrees), from the horizontal 

offset of the object in the image frame,         (pixels); 

 Object height error,    (m), from the vertical offset of 

the object in the image frame,         (pixels); 

 Object range error,    (m), from the object’s size in the 

image frame (pixels
2
). 
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Fig. 1. Quadcopter coordinates. 

III. AIRCRAFT DESIGN 

The control system was tested on a quadcopter shown in 

Fig. 2 with characteristics in Table 1. 

TABLE 1 

QUADCOPTER SPECIFICATIONS 

Diameter 800mm 

Weight 1.7kg 

Max Thrust 45N 

Endurance 10 minutes 

Total Cost US$350 

Closed-loop flight control was achieved with two 

processors. A Raspberry Pi microcomputer was used to 

implement the computer vision algorithm. The Raspberry Pi 

is a low-cost, credit-card sized computer with a processing 

speed of 700MHz. Flight control was achieved using an 

APM2.5 board with an ATMega2560 processor [15]. 

                                         

Fig. 2. Quadcopter UAV and control system hardware. 

A two degree-of-freedom camera gimbal was designed to 

stabilize the camera in pitch and roll axes. If the camera was 

mounted rigidly to the quadcopter, the projected image plane 

would be affected as the quadcopter rolls or pitches. This 

would result in false measurements of the object’s location 

relative to the aircraft. Therefore, it was essential to 

compensate for the quadcopter’s attitude. Mechanical 

compensation, with a camera gimbal, was used over 

software compensation as it was both faster and retained the 

entire field of view of the camera pointing forward. As the 

camera was mounted at an offset to the quadcopter’s center 

of gravity then there will be a small translation from attitude 

changes. 

IV. ON-BOARD VISION SYSTEM 

A Raspberry Pi native camera sensor was used. The image 

was down scaled from            to         pixels to 

decrease computation cost, which was found to be an 

effective resolution within the designed operating range. The 

field of view was experimentally measured to be 31 degrees 

horizontally and 24.2 degrees vertically. The camera has no 

significant image distortion such as barrel or fisheye 

distortion. From measured optical properties, the 

relationship between pixel area and object distance for the 

chosen object was found to be    
  

√ 
 where   is the area 

(in pixels
2
) of the object. 

The Connected Component Labeling algorithm was used 

for object detection, which is a very efficient blob finding 

algorithm. It was implemented on the Raspberry Pi using the 

OpenCV library [16]. The output of the function is the 

coordinates of the blob centroid and the blob area. A bright 

orange 20cm diameter ball was chosen as the tracked object, 

having a uniform color, distinct in the test environment. 

Furthermore, a spherical object maintains its frontal area 

with change in perspective. HSV color coordinates were 

used as they are robust to lighting changes, Table 2. 

 TABLE 2 

TUNED HSV THRESHOLDS FOR ORANGE BALL 

 Minimum Maximum 

Hue 0% 8.2% 

Saturation 81.6% 100% 

Value 56.6% 100% 

Flight 

Controller 

Gimbaled 

Camera 

Image 

Processor 
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The frame rate of the processing was recorded in different 

configurations and compared in Table 3. There is some 

variability due to the difference in computational 

requirements between images. Increased complexity and 

number of other objects in the scene increases processing 

time. In all stationary tests, the image processor had a 100% 

object detection rate with a non-conflicting background and 

a frame rate variability of approximately 5%. This 

demonstrates the cost of computation on an on-board low 

cost system achieving 48% performance when compared to 

a laptop. 

TABLE 3 

IMAGE PROCESSOR AVERAGE FRAME RATES 

Processor Speed 

Raspberry Pi Command Line Operation 8.1 Hz 

Raspberry Pi full OS and GUI 4 Hz 

Laptop - Intel I5 Processor  17 Hz 

The latency in the transportation delay due to the camera 

interface was also measured and was found to be       

seconds. Therefore the total delay of the 8.1Hz operation and 

transportation delay combined was      seconds. 

The vision system’s robustness was tested under three 

different lighting conditions with the luminosity measured 

for each situation: sunlight, bright indoor lighting and dim 

indoor light. The vision system area measurement results are 

shown in Fig. 3 with a representative example of each 

lighting condition shown. From the results in Fig. 3 we 

conclude that our vision system is robust and can be 

expected to operate in indoor lighting environments, and 

outside in sunlight with similar results. Only when the light 

becomes very dim will the performance start to decrease. 

 

       
 Sunlight (547 lux) Bright Indoor Fluorescent Dim Indoor Fluorescent 

  Light (489 lux) Light (45 lux) 

 

Fig. 3. Object area at 5m under varying light conditions (100 samples). 

V. CONTROLLER DESIGN 

The object tracking controller was designed with two 

nested loops to incorporate feedback from both the vision 

system and inertial measurement unit (IMU).  It was found 

experimentally with computer vision feedback alone at 8Hz, 

the system was unstable due to the transportation delay. 

Stability is achieved with the control system in Fig. 4 

operating at 100Hz. The quadcopter plant consists of a 

control signal sent to electronic speed controllers, which 

regulate the voltage to the four rotors. The PID controllers 

were implemented in discrete-time form (1), where T = 0.01 

seconds. 
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Fig. 4. Object tracking control system. 
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Fig. 5. Range data to illustrate sensor noise. 

A. Ground Truth System 

A NaturalPoint OptiTrack external tracking system was 

used to measure the quadcopter’s ground truth motion. The 

system comprises six infrared cameras placed surrounding 

the flight testing area as shown in Fig. 6. The camera system 

was able to ascertain the quadcopter’s position to       

accuracy. The cameras were arranged to give an effective 

corridor for testing of approximately 7 3 2m. The 

following conditions were observed for all testing. 

 The quadcopter remained above ground effect 

(approximately 0.5m altitude) and commenced each run 

with negligible velocity. 

 The object (orange ball) remained stationary. 

 The background contained no significant orange objects 

to interfere with vision tracking system. 

 Each test was completed five times. 

 

Fig. 6. External camera system experimental setup. 

B. Range Controller 

Fig. 5 shows the raw range measurement from the 

computer vision system. The ground truth measurement is 

also plotted for comparison. It shows that the on-board 

camera system provides very noisy raw data, which is not 

suitable for direct feedback. 

A Kalman filter was designed to optimally fuse data from 

the IMU and computer vision system to improve range and 

velocity measurements. By obtaining better measurements 

of position and velocity a proportional-derivative (PD) 

controller was able to be implemented. An integral term was 

not introduced as it was assumed that disturbances were not 

large or persistent. This assumption would need to be 

reconsidered if outdoor flight was attempted in the future. 

The Kalman filter assumes the target object is stationary. 

The system was modeled with linear aerodynamic damping 

and linearized around small pitch angles in (2).  

  ̈       ̇  (2) 

Noise is introduced to the system through process noise, 

 , in measurement of pitch attitude from the IMU, and 

measurement noise,  , from the inaccuracies of the vision 

system. Therefore the system can be modelled with (3) and 

(4) with state vector   ,      ̇ -
 , input as pitch angle 

   , and output     . 

 ̇  [
  
   

]   [
 
 
]   [

 
 
]   (3) 

  ,  -    (4) 

It was assumed that the properties of the system noise was 

constant;   and   were obtained from statistical analysis of 

experimental data. The time-invariant Kalman filter was 

discretized with period        seconds and implemented 

with (5). 

 ̂    (      ) ̂           (5) 

The IMU data is available at 100Hz, however the camera 

sensor measurement data is only available at 8Hz. A multi-

rate recursive Kalman filter was explored in simulation but 

was found to offer negligible improvement in performance.  

The filter was tuned in simulation off line using 

experimental data logged from the aircraft. It was found to 

be very sensitive to model parameters but less sensitive to 

changes in covariance matrices. The filter’s performance 

was quantified using RMS error measurements, as well as 

considering the proportion of the time that the speed 

estimate had the correct sign. 
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The filter was relatively robust to changes in angular bias 

on the IMU measurement with a limit of +/- 1.5 degrees. 

Biases greater than these limits significantly reduced the 

filter’s performance. These limits are of the same magnitude 

of what is to be expected in a quadcopter system and 

therefore acceptable.   

The Kalman filter was finally tuned in open-loop in flight. 

A typical response is shown in Fig. 7. Compared with a low-

pass filter on the raw camera measurement, the Kalman filter 

output has less lag in position and is more accurate in speed.  

C. Range Controller Performance 

The range controller was designed to maintain a desired 

distance from the object and a PD control law was initially 

tested. An issue was identified when the object was located 

at the extremities of the camera’s field of view due to 

transient movement of the quadcopter. In this situation, the 

image border would intersect the image. Horizontal and 

vertical offset readings are still valid however the area 

measurements become compromised. Partial area of the 

object may be out of frame, giving a false reading that the 

object is smaller than reality. This will result in an incorrect 

control effort to move towards the object. Therefore, should 

the object intersect the edge of the camera’s frame, the last 

area reading was used by the controller.  

For experimental testing, a safe reference distance of 

        m from the object was chosen. The quadcopter’s 

initial relative position was   ( )   m. A sample transient 

response is shown in Fig. 8 and averaged performance 

metrics (over 5 runs) are listed in Table 4. 

TABLE 4 

RANGE CONTROLLER PERFORMANCE 

Steady State Oscillation Amplitude       

Steady State Error       

Settling Time within Steady State Oscillation       

Overshoot    

The range controller exhibits steady state error of 0.18m. 

This is because small angular biases exist in the IMU 

measurement causing the pitch controller to not be perfectly 

trimmed. However, this error is small and within the control 

objectives, therefore an integral term was not introduced. 

 
Fig. 7. Range (a) and closure speed (b) data while flying manually. 

 
Fig. 8. Typical range controller response. 
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Variations in performance that were observed across all 

tests were due to the following observations. Firstly, the 

tests were completed at a variety of states of battery levels. 

The lithium polymer batteries operate at nominally 12.6V, 

decreasing to 10.5V at low charge. This variation in voltage 

will affect the actuator dynamics of each control system, and 

therefore the overall performance. Secondly, variation was 

caused by IMU and vision sensor noise and perception of the 

environment. Finally, small variations in initial conditions 

existed. 

D. Yaw Controller 

The yaw controller regulates the quadcopter’s bearing 

(yaw error) from the target object by setting yaw rate 

commands. A PD control law was selected; no integral term 

was necessary because in yaw, the control system is Type I, 

i.e. zero steady-state error expected to step inputs. 

The horizontal object offset signal from the computer 

vision sensor is converted to yaw angle and differentiated to 

find yaw rate. The sensor exhibited low noise content, as 

seen in Fig. 9, and therefore did not require any filtering.  

 
Fig. 9. Typical yaw data (object bearing) during flight. 

E. Yaw Controller Performance 

The yaw controller was tuned experimentally with the 

range and height controllers in open-loop; pitch and thrust 

were manually controlled. The controller was tested with an 

initial bearing on   ( )     .  

Typical transient responses are shown in Fig. 10 for three 

sets of control gains. Adding a derivative term halved the 

average settling time from 7 seconds to 3 seconds. The non-

zero steady-state error for *         + can be 

attributed to a small bias when calibrating the external 

tracking system and is insignificant. The gain set *   
        + was found to be most suitable due to the 

resulting low amplitude oscillation and settling time. 

Average performance measures for this set are given in 

Table 5. 
TABLE 5 

YAW CONTROLLER PERFORMANCE 

Steady State Oscillation Amplitude       

Steady State Error    

Settling Time within Steady State Oscillation      

Overshoot       

F. Height Controller 

The height controller provides regulation of the 

quadcopter’s relative height from the target object by 

controlling its vertical thrust (throttle setting). The vertical 

offset measurement from the computer vision sensor was 

converted to relative height from the object.  

A proportional-integral (PI) controller was selected, 

allowing the integral term to account for the thrust required 

to balance weight, as this will change over time due to 

changing battery voltage. The integral term was initialized to 

the current throttle setting when the controller was activated. 

Assuming the quadcopter was in a hover then this is a good 

estimate of the equilibrium point thrust. The height data 

from the vision system is similar to the yaw data shown in 

Fig. 9 and is relatively noise free. A derivative term could 

have been added, however, this was not explored. 

G. Height Controller Performance 

The height controller was tested similarly to the yaw and 

range controller with non-zero initial conditions. The yaw 

and range controllers remained in open-loop; roll and pitch 
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Fig. 10. Typical yaw control response for tested gains. 
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were manually controlled. Two sets of initial conditions 

were tested to determine if symmetry exists in the system 

and whether different dynamics can be expected between 

rising and falling height control responses:   ( )   m and 

  ( )       m. The controller appeared to be symmetrical 

as results for rising and falling responses were statistically 

similar. Combined results are given in Table 6. 

TABLE 6 

HEIGHT CONTROLLER PERFORMANCE 

Steady State Oscillation Amplitude      

Steady State Error       

Settling Time within Steady State Oscillation      

Overshoot    

VI. COMBINED YAW, RANGE AND HEIGHT CONTROLLER 

PERFORMANCE 

In this final case, all three controllers were implemented 

simultaneously to regulate yaw, range and height using the 

independently tuned gains. Initial conditions were: 

  ( )       
  ( )                     

  ( )    . 

For all 5 trials, no unstable behavior was observed. Fig. 

11 shows typical transient responses and average 

performance results are summarized in Table 7. From basic 

flight dynamics, it can be deduced that regulating the range 

by varying the pitch attitude will have an effect on the 

vertical component of the thrust force. Therefore, when the 

range and height controllers are coupled together, they act as 

an extra disturbance to each other. This dynamic coupling 

causes the decrease in control performance in the coupled 

situation.  

There is also a coupling effect in yaw, observed from the 

decrease in control performance. This is because when yaw 

acceleration occurs, the nominal motor thrust level changes. 

The thrust relationship is non-linear, and assumed to be 

linearized around a constant operating point. By changing 

this operating point it acts as an extra disturbance to the 

other controllers causing different behavior and ultimately 

longer settling time due to this extra disturbance regulation. 

On average, coupled settling time increased by 240% 

compared to individual axis control, illustrated in Fig. 12. 

Due to the dynamic coupling demonstrated between control 

axes, the controller could be improved by using a 

multivariable approach or by further tuning of the coupled 

system. 

The combined controller was also tested to follow a 

dynamic object and was observed to be successful in 

tracking at a walking pace of approximately  m/s. The 

controller is therefore robust to a level of uncertainty but 

could be extended to accommodate a dynamic object in 

outdoor settings.  

TABLE 7 

YAW, RANGE AND HEIGHT COUPLED CONTROLLER RESULTS 

Control Axis Yaw Range Height 

Steady State Oscillation Amplitude                   

Steady State Error                    

Settling Time within Steady State  

Oscillation  
               

VII. CONCLUSIONS 

A low-cost, real-time object tracking system was 

successfully implemented on board the quadcopter using 

separate processors for both flight control and image 

processing. The on-board, monocular vision system was 

used to measure object offset and size in the image frame to 

 
Fig. 11. Typical time responses of the yaw, height and range controllers when combined. 
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ascertain relative location from a static object in a range of 

lighting conditions. 

Control of all flight axes was achieved with parallel PID 

loops. Range control required a Kalman filter in order to add 

damping. The quadcopter control system gains were tuned to 

achieve state regulation at steady-state within 0.18m for 

height;      for range;      for yaw. There was a 

statistically longer response time for the controllers when 

combined together by an average factor of 240%, suggesting 

a multivariable control design may yield a better response. 

An extension of the controller is being developed for 

dynamic object tracking. 
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Fig. 12. Individual and coupled controller settling times for identical initial conditions. 
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